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This paper explores the use of machine learning and big data to 

enhance mass media research. It covers topics such as principles 

of machine learning relevant to media studies, integration of 

computational methods with media research, data collection and 

preprocessing techniques, visualization of research findings, 

machine learning research tools, data quality and bias, ethical 

considerations, cross-disciplinary skills and knowledge, and best 

practices in data-driven research. Additionally, the paper 

addresses the status of media research with machine learning and 

big data, discussing its impact and contributions to academia and 

society, as well as the future challenges it may face. 
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tasks[20]. For example, with a vast amount of social media feeds, 

researchers can perform sentiment analyses to detect the moods 

of the tweets [21]. Another aspect of applying big data to 

machine learning is the reliance on computing facilities[22]. 

Complex machine learning procedures such as deep learning are 

only achievable through sufficient computing power[23]. This 

issue has been resolved over past decades when the computing 

capacities of personal computers has drastically improved in 

terms of the processing speeds of both CPUs (Central Processing 

Units) and GPUs (Graphical Processing Units)[24][25]. 

 

Before machine learning tasks on media text data, the first steps 

are gathering media data through social media platforms or 

acquiring news data through data banks[26][27]. Following the 

collection of the text data, the text itself needs to go through 

preprocessing steps to eliminate unnecessary noise and undergo 

a transformation process so that the raw text can become columns 

of features for analysis[28][29][30]. These preprocessing steps 

are part of a technique called natural language process 

(NLP)[31]. In short, the NLP transforms text into data ready for 

machine learning analysis[30].  

 

The two most common research tools for machine learning of 

media text are Python and R[32]. Both are open-source 

programming languages[33][34]. Among the data scientists who 

conduct machine learning jobs on media text, Python is more 

popular due to its ease of model building and testing[32]. On the 

other hand, R is often seen as user-friendly[35][36]. Python and 

R can both produce visualization for research findings [37].  

 

Machine learning technologies have contributed to automatic 

content analysis where the amount of text data makes manual 

coding unfeasible[10][38]. Past research has recommended using 

neural networks and transfer learning to enhance the accuracy of 

the supervised models used for automatic content 

analysis[39][40]. The quality of research samples should be a 

significant consideration for the generalizability of the automatic 

content analysis[41]. Supervised learning can also help test well-

established media theories, such as agenda settings, by 

automatically labeling media agenda topics[42][43]. Besides 

supervised learning, unsupervised machine learning algorithms 

can see their uses in detecting latent media content 

topics[44][45][46][47]. 

 

Ethics concerns are among the challenges facing the application 

of machine learning and big data in media research[48][49]. One 

of the ethical concerns is data representation. For example, the 

data from social media tweets merely reflects people who are 

willing to voice their views, not mirroring public opinions[50]. 

1.  INTRODUCTION 

 

Media research has seen the potential to increase speed, quantity, 

and depth by leveraging ever-improving computing power and 

constant-growing digital data[1][2]. Breakthroughs in computer 

hardware and algorithms have improved the possibilities of 

understanding mass media phenomena and societal 

issues[2][3][4][5]. This paper aims to cover the status of the 

intersection of machine learning, big data, and media research, 

along with its methodologies, data collection, information 

preprocessing, research tools, visualization of findings, 

contributions, best practices in data-driven research, ethical 

considerations, and future challenges.   

 

Machine learning can be considered as a kind of artificial 

intelligence (AI) that allows algorithms to learn a model from 

data without specific programming from computer software 

engineers[6][7]. Two of the most common types of machine 

learning models are supervised and unsupervised[8][9]. In media 

text research, the supervised method helps build text 

classification models for automatic media content analysis[10]. 

In contrast, the unsupervised approach can uncover the latent 

topics of media messages[11]. The obvious advantage of 

applying machine learning models in media research is that it 

reduces the need for manual content analysis and human reading 

of large amounts of text to discover patterns[12][13][14]. 

 

The training of machine learning models depends on the 

availability of data[15]. Larger data sizes have increased the 

accuracy of machine learning models[16][17]. Over the past 

decade, research data has grown exponentially[18][19]. The 

arrival of big data has helped researchers with machine-learning 

1 CDS&E stands for Computational and Data-Enabled Science and Engineering. 
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Another ethical consideration is the inherent bias that may be 

present in some media content[51]. Generalizing using biased 

information may result in incorrect conclusions[52][53][54]. 

Beyond ethics, other challenges facing media researchers include 

interdisciplinary collaborations between machine learning and 

media researchers due to their differing research 

priorities[55][56]. Sometimes, media researchers have to 

overcome their unfamiliarity with machine learning’s 

algorithmic process, strengths, and limitations[56]. 

 

 

2.  THEORETICAL FOUNDATIONS 

 

Machine learning technology can enhance the testing of 

traditional media theories like agenda settings, framing, and uses 

and gratifications[43][46][57][58][59][60]. The agenda settings 

theory posits that the issues deemed important in media coverage 

will also become those the public thinks are essential [61]. The 

framing theory hypothesizes that the media presents issues as 

frames in its coverage, and these frames may impact how 

audiences feel about the topics[62]. The uses and gratifications 

approach assumes that audiences have individual motivations 

and selectively consume media content to gratify their needs[63]. 

Several machine learning-related approaches are applicable in 

testing these theories. These approaches include natural language 

processing, supervised and unsupervised learning, and predictive 

modeling[30][35][64][65].  

 

For example, media articles must undergo a preprocessing phase 

for quantitative analysis using natural language processing 

(NLP) techniques. In this stage, researchers will remove 

unnecessary noise from the text data[30]. After that, the text will 

undergo a tokenization process to transform it into columns of 

digital data[28][66]. 

 

Following the preprocessing steps, the text becomes columns of 

data ready for analysis. The data analysis steps include 

supervised and unsupervised learning[64]. Supervised learning is 

suitable for data with a target variable (equivalent to the 

dependent variable in journalism quantitative research)[67][68]. 

For example, in a sentiment analysis, a machine-learning 

technique to detect text sentiment, the target variable could have 

a positive or negative value[69]. Text data is split into training 

and testing data as part of supervised learning[70]. Researchers 

use training data to train a predictive model, which will undergo 

evaluation with the test data to see model accuracy[71]. A theory-

based model with acceptable accuracy rates can help make 

predictions, thereby offering theoretical insights[72].  

 

The procedure is called supervised learning because the model 

building comes under the guidance of the target variable[73]. 

Supervised learning models can be used for classification or 

regression, depending on the type of information in the target 

variables[68]. If the target variable is categorical (binary or 

multi-class), the model is a classification problem (for example, 

a sentiment analysis)[68]. Otherwise, when the target variable is 

continuous, the model is a regression problem[68].  

 

Unlike supervised learning, unsupervised learning works on data 

without a target variable[8]. In the example of COVID-19-related 

tweets, it is hard to determine the underlying major topics or 

frames for the tweets, thereby lacking a target variable[45]. In 

this case, an unsupervised learning technique called cluster 

analysis can be applicable to detect the tweets’ underlying 

clusters (i.e., topics)[45].  

 

3.  MACHINE LEARNING IN MEDIA RESEARCH 

 

As covered in the previous section, machine learning saves 

human and time costs for media theory testing. These savings 

may come from automatic content analysis powered by 

supervised learning or the detection of underlying media topics 

aided by unsupervised learning[57]. In addition, predictive 

models built from classification and regression algorithms can 

offer insights for theoretical testing[35][72]. This section covers 

machine learning techniques for media researchers, such as data 

collection and preprocessing, data analysis, visualization of data 

and findings, and research tools like Python and R. 

 

The research data for testing media theories in general have two 

major types: (1) media text and (2) survey data[80]. Sources of 

media text typically come from social media feeds and 

 

The machine learning-related techniques—natural language 

processing (NLP), supervised and unsupervised learning, and 

predictive modeling—are suitable for testing and applying 

traditional media theories such as agenda settings and framing. 

These techniques can automate content analysis, which testers of 

agenda-setting and framing theories can rely on to detect major 

issues covered in the media[74]. Unlike the conventional content 

analysis that requires humans to code each article for the 

presence of a media topic (i.e., the target variable), machine 

learning-assisted content analysis only requires a small portion 

of the text data to be manually coded[57]. The rest of the articles 

can be labeled automatically with a supervised machine learning 

model derived from the initial human-coded sample[57]. This 

automatic procedure saves human and time costs and makes the 

analysis of large quantities of media text feasible in a much 

shorter time[75]. The quality of automatic content analysis can 

be checked by the inter-coder reliability for the initial human-

coded sample and later via model evaluation metrics like 

accuracy and precision for the automatically coded content[71]. 

For harder-to-code (i.e., classify) media content, researchers can 

use unsupervised clustered analysis to detect underlying topics 

for the text[45].  

 

The uses and gratifications approach, another media theory, is 

suitable for the use of supervised machine learning models to 

improve the model accuracy[59][60]. One of the popular 

methods used to test the theory is the survey, where the collected 

data often undergo the statistical procedure of conventional 

regression analysis[63]. For this type of analysis, machine 

learning researchers can use a type of algorithmic optimization 

called hyperparameters tuning to enhance linear regression 

model accuracy[76][77][78]. This enhancement is achievable 

without undermining the model’s interpretability[76][77][78]. 

 

For both text and survey data, the accuracy rates of supervised 

learning models can be further enhanced through algorithmic 

comparison to pick the algorithm with the highest accuracy 

rate[79]. Once validated with acceptable accuracy levels, the 

machine-learning models built by testing these theories can make 

predictions and provide insights for the public[35]. For example, 

a model built for framing analysis can give the scholars top topics 

in media coverage. Election campaign managers can detect the 

likely trendy concerns from social media analyses. Policymakers 

can learn from tweet analyses about the sentiments toward public 

health issues. Consumers can be aware whether the topics of 

media content are relevant to their lives. 
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newspaper articles[81][82]. Collecting social media feeds is 

achievable through Application Programming Interfaces (APIs) 

that let researchers access data from a social media platform, such 

as X (formerly Twitter)[83][84]. In addition, newspaper articles 

can be gathered through public archives[27]. Besides text data, 

survey data could come from mail and online surveys[85]. 

Regardless of the data types, researchers need to describe data 

sources so that readers of the research reports may have some 

idea about the sample’s representativeness compared to the 

research population. 

 

Following the collection of media research data, the next phase 

is the data preprocessing. The preprocessing could have the 

following steps: (1) data cleaning, (2) data transformation, and 

(3) feature engineering. For both text and survey data, the data 

cleaning phase involves handling missing values[86]. Also, at 

this phase, text data requires additional procedures, including 

noise reduction (such as lowercasing of each word and removal 

of punctuations, stop words, and symbols) and stemming or 

lemmatization (stripping words to their linguistic roots)[30]. 

During the next phase of data transformation, text must first 

undergo tokenization to convert it to columns of data through 

techniques such as bag-of-words (i.e., a simple tokenization 

technique that converts text to word count) and TF-IDF (a 

method that picks frequent words in each text document but 

excludes the most common ones in the entire dataset)[28][66]. 

Afterward, the tokenized columns of text data could undergo 

normalization transformation to eliminate scales’ impact on data 

analysis[87]. The same normalization could apply to survey data 

[87]. Text and survey data could also undergo different routes for 

the following feature engineering phase. At this stage, text data 

often needs dimensionality reduction due to their large number 

of features[88]. On the other hand, survey data usually needs 

feature selection to pick the most critical features (a term 

equivalent to independent variables in journalism research) by 

removing redundant and irrelevant information[89]. 

 

After the data preprocessing, the media data are ready for 

analysis. Depending on the nature of the data, the analysis often 

involves one of the two types of supervised learning: (1) 

classification and (2) regression[68]. Classification is usually 

suitable for media text analysis[90]. For example, researchers 

could use automatic content analysis to classify media text to test 

framing theory[91]. Regression, on the other hand, is often 

applicable to survey data[92]. Besides supervised learning, 

unsupervised learning could be useful in media research. For 

example, Latent Dirichlet Allocation (LDA) could help detect 

underlying topics in social media posts[47]. 

 

Data and findings visualization could be a crucial part of media 

research because visualization brings trends and patterns to a 

more digestible format for quicker and easier understanding of 

the otherwise hard-to-grasp statistical information[93][94]. 

Visualizations could be simple pattern diagrams such as bar 

charts, histograms, trendlines, and pie charts[95]. A little more 

complex examples include a heatmap that shows a correlation 

matrix in colors with darker colors demonstrating stronger 

correlations[96]. Another example could be a word cloud 

showing text frequency patterns and significant themes in a 

corpus[97]. An even more complex example could be interactive 

plots such as Plotly-powered dashboards where users can interact 

with the data to see machine learning research findings under 

different scenarios in real time[37]. Another interesting case 

could be a network presentation of a social media network, which 

can show a network’s connection frequencies and node intensity 

(i.e., the presence of hot spots)[98].  

 

Except for data collection, all the steps involved in the machine 

learning application of media research (i.e., data preprocessing, 

analysis, and visualization) are achievable through Python and R 

[35][99]. Python and R have dedicated libraries for machine 

learning and deep learning, the latter of which is a branch of 

machine learning that involves learning through multiple layers 

of neural networks[35][99][100][101]. R, designed for statistical 

analysis, has the pre-built capacity to view data in an Excel-like 

format[102]. However, Python has a Pandas library that performs 

a similar function[103]. Although the two languages are effective 

in machine learning modeling and visualization, one drawback is 

that both require coding and have a comparable learning curve 

for people without previous coding experience[36].  

 

 

4.  CURRENT STATUS AND CHALLENGES 

 

As mentioned, machine learning applications in media research 

could have a few benefits: (1) saving human and time costs 

through automatic content analysis, (2) enhancing predicting 

accuracy, and (3) shedding insights through predictive models. 

Because of the advantages, a few researchers have begun to test 

media theories using machine learning. 

 

For example, studies have used supervised machine learning for 

automatic content analysis to detect agenda topics in media 

articles[43]. In such automatic content analysis, researchers first 

manually coded a small sub-sample from the dataset and used the 

coded sub-sample to build a machine learning classifier to label 

the rest of the dataset[57]. Another way to automatically label 

media articles for agendas involves using unsupervised machine 

learning techniques such as Latent Dirichlet Allocation (LDA) to 

detect the underlying topics of the media text[104]. For automatic 

content analysis, machine learning techniques (both supervised 

and unsupervised) are considered better approaches than the 

conventional dictionary-based method (e.g., the keyword(s) 

counting), the latter of which is often seen as inflexible because 

the use of single words or groups of words frequently falls short 

of detecting the rich context in the text[57][68]. Between the 

supervised and unsupervised learning techniques, supervised 

learning performs better than the unsupervised method because 

the topic detection patterns learned from the former can undergo 

validation from labeled text[57]. 

 

Similarly, researchers have used machine learning (both 

supervised and unsupervised) for automatic content analysis to 

spot media frames[91]. Likewise, the automatic approach has 

been the methodology for two popular types of media research: 

social media sentiment analysis and fake news 

detection[105][106]. Regarding the uses and gratifications 

theory, researchers have started to use supervised machine 

learning to enhance the accuracy of prediction models by 

comparing algorithms and picking top performers[59]. Although 

the predictive models built from these media studies can undergo 

deployment to build user interfaces to access real-time theoretical 

insights[35], academic researchers have yet to explore this 

application, making it a future research possibility. 

 

While the media research applying machine learning has shown 

the viability of such an application, the novel approach also faces 

challenges, including data quality and bias, ethical concerns, and 

interdisciplinary collaborations[50][51][55][56][107][108]. 
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These challenges call for adopting best practices in a machine 

learning-driven research paradigm. 

 

An obvious challenge in machine learning-aided media research 

is data quality and bias. For example, tweets from the X platform 

(formerly Twitter) have information that would be considered 

research noise, such as hashtags, emojis, capitalizations, and 

HTML links[109]. Some blank posts could represent missing 

values in research data[110]. Additionally, social media feeds do 

not fully represent public opinions because only a portion of the 

population are active on these media [50]. In another example, 

news stories could contain biases as the framing research showed 

that the media report news events using preexisting frames, and 

these frames could also promote stereotypes[51][54]. The data 

issues pose challenges because a machine learning model can 

only be as effective as the data on which it is trained. 

 

A related challenge is the ethical concerns arising from data 

usage and research reporting.  For instance, although posts on the 

X platform are data available to the public, the tweets should be 

de-identified to keep anonymity and avoid privacy issues[111].  

Another ethical concern is the possible misuse of study results 

due to a lack of knowledge about data sources and model training 

processes[112][113]. To prevent this, researchers applying 

machine learning technology in media studies should focus on 

the interpretability of the machine learning models[114][115]. 

 

A third challenge is related to the interdisciplinary nature of 

applying machine learning in media research[6][55]. The 

collaborating parties, namely data scientists from the machine 

learning field and media researchers from the social sciences and 

humanities side, may have different research priorities. Data 

scientists are more interested in model accuracy, scalability, and 

efficiency, while media researchers are more concerned about 

model interpretability and theory building[68]. In a joint venture, 

data scientists and media researchers must learn to compromise 

to succeed. The trade-offs between model accuracy and 

interpretability depend on the nature of the research [114]. For 

example, while a deep learning algorithm may bring higher 

accuracy in testing the uses and gratifications theory, researchers 

may opt for the slightly less accurate linear regression algorithm 

because the latter can ensure interpretability[114].  

 

To tackle the challenges from data quality and bias, ethical 

concerns, and interdisciplinary collaborations, researchers could 

observe a few practices: (1) data management, (2) validation and 

evaluation, (3) documentation and reproducibility, (4) ethic 

review, and (5) stakeholder engagement. Data management 

should focus on data cleaning to remove noise and data selection 

to enhance diversity[113][116]. Validation and evaluation could 

ensure that algorithms are adequately trained and tested[117]. 

Documentation could help clearly describe and explain data and 

methodology to allow reproducibility[118]. Ethical review aims 

to prevent privacy issues and research finding 

misrepresentation[111][113]. Finally, stakeholder engagement 

fosters compromise and teamwork to promote theory-testing 

synergy during interdisciplinary collaborations[68][115]. 

 

 

5.  CONCLUSION 

 

The advances in machine learning algorithms, the availability of 

big media data, and the ever-improving computing power 

provide new opportunities for media researchers to test media 

theories such as agenda settings, framing, and uses and 

gratifications[42][58][59]. The benefits of machine learning in 

testing media theories include time and labor savings from 

automatic content analysis, enhancement of research model 

accuracy, and potential deployment of predictive models to offer 

theoretical insights[35][57][77].  

 

For example, supervised learning-aided content analysis saves 

costs in testing agenda settings and framing theories by using a 

small sample of human-coded text documents to create a 

classifier for labeling the rest of the text data [42][58]. This 

automated approach saves time and human labor and provides 

the advantage of the scalability of big media data, often available 

in social media[57][105]. Besides the supervised approach, 

researchers can opt for unsupervised topic modeling to classify 

large quantities of text documents without labels[64]. As another 

example, supervised learning can enhance model accuracy for 

testing the uses and gratifications theory through feature 

selection, algorithmic optimization, and model 

comparison[59][77][79][89].  

 

The capacity to automatically analyze large amounts of data with 

greater accuracy provides potentially more robust research 

results[77][79]. Compared to traditional manual content analysis, 

machine learning-aided content analysis offers the opportunity to 

analyze much larger and more representative samples, as the 

volume of text data increases by hundreds or even thousands of 

times or more[119][120]. Although yet to be studied for media 

research, deploying the predictive models would provide 

opportunities for media scholars to test theories in real-time. This 

possibility could become a topic of further studies. 

 

To leverage machine learning in media studies, researchers need 

to pay attention to techniques in data collection and 

preprocessing, supervised learning (including classification and 

regression), unsupervised learning (e.g., LDA or Latent Dirichlet 

Allocation), and data and research findings visualization (e.g., 

bar graph, interactive chart, or dashboard)[30][37][47][64] 

[85][95]. Although the adoption of machine learning in media 

research is still in its early stage, the synergy coming out of the 

intersection between machine learning and media research brings 

the advantages of cost and time saving, scalability (with big 

data), and enhanced model accuracy[57][77][79][119].  

 

Despite these benefits, interdisciplinary research poses 

challenges because scholars from different domains may have 

differing research priorities. Machine learning researchers may 

focus more on model accuracy, while media scholars may 

emphasize model interpretability more[68]. To compromise, 

both parties may need to weigh the costs and benefits of focusing 

on accuracy or interpretability[114]. 

 

Adopters of machine learning in media research may face other 

challenges like data quality and ethical concerns. For example, 

data from social media feeds may have quality issues because of 

noise such as symbols and HTML links[30]. Also, media articles 

may have biased news frames that could promote 

stereotypes[51][53][54]. To improve data quality, researchers 

should remove the noise and attempt to diversify data sources to 

minimize bias[113]. To help readers judge the findings, 

researchers could mention the details about data preprocessing 

steps, data sources, and sampling processes in their reports [118]. 

Research reports that have this information along with data 

testing and analysis steps could facilitate research reproducibility 

and prevent misuse of findings[114][115][118]. 
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The intersection of machine learning, big data, and media 

research holds great potential. The synergy from the joint venture 

can accelerate media theory testing, increase sample 

representativeness, optimize model accuracy, and offer real-time 

theoretical insights. To adopt machine learning in media studies, 

researchers need to heed data quality and bias, ethical concerns, 

research reproducibility, and resolution of interdisciplinary 

differences. 
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