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ABSTRACT

Nowadays the World Wide Web is usedmostlyasa com-

monmediumfor informationsharing.Therefore Jocating
an objecton this large scaledynamicmediumtendsto be

more and more difficult. ContentDistribution Networks,

e.g. Akamai,andglobal namingservicese.g. Globe,do

moreor lessthanwhatis requiredby mostusers.In this

paper we are interestedin discovering, adwertising, and
transparentlylocating interesting mirrors of interestto a

groupof users.Our solution, ARA, is usercentric;it uses
cooperationamong organizationsto discover, publicize
and locate coherentlynew mirrors that are of interestto

them. Accesstranspareng is achieved througha naming
service that manageshe different aliasesfor the same
replica. Consisteng guaranteesre given to eachuser
that no documentdeliveredwould be older thanthe one
viewed before. The systemscalesgeographicallydueto

the epidemicandasynchronousatureof the cooperation
protocol. We proposea methodologyfor creatinghomoge-
neousgroupswith commoninterestsusingcollectedWeb

traces,thengive a glimpseof the potentialbenefitsmade
by using ARA. It opensa path towardsmaking mirroring

ubiquitous hencefosteringa betteruseof the Internetand

its resources.A prototypehasbeenimplementedn Java

andwill beused,n thefuture,in real-world testsfor more
accurateandrealisticresults.

Keywords: Large Scale Locating Service, Replica-
tion, Mirrors, Filtering Information,EpidemicProtocol.
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1 INTRODUCTION

Today the World Wide Web (WWW) is the largestin-
formation sharingmedium. Unfortunately its popularity
highlightsproblemsn accessateng for userspverloaded
seners, congestionnechetworks, and network partitions.
A widely acknavledgedsolutionto this problemis persis-
tentreplication,alsoknown asmirroring; it reducesaccess
latengy, network traffic, seners’ load, and improvesthe
systems toleranceto network partitions. However, infor-
mationreplicationentailsa location systemwith two im-
portantproperties

¢ locatesthe “best” replicafor the requestediocument
with respecto eachuser

e locateshe mostrecentversionof thedocument.

Today locatingis donealmostexclusively asdescribed
below :

1. usersfind a lists of mirrors, e.g,by surfingon some
web pageor by any othermeans.This schemés not
systematicallyusedby users,if atall. On the other
hand,locatinga mirror this way is time-consuming,
thuseliminatingfully or partially the benefitsof mir-
roring.

2. Content Distribution Networks (CDN), e.g. Aka-
mai[1], offer their servicego big companieto make
accesso theirwebpagedaster Thisschemas useful
for organizationghatcanafford payingsuchservices,
but mostof all, thosewho wish to sharepublic in-
formation. It leavesunsolhedthe questionof sharing
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internaldocumentsr sharingdocumentsamongsta
veryrestrainedyroupof organizations.

In this paper we presentARA, a usekcentric location
servicewith consisteng guaranteesBy usercentric, we
meanthatit only locatesmirrorsthatare of interestto its
users. It is basedon cooperatioramonggroupswith re-
latedinterests sharinglocationinformationaboutmirrors
usingan epidemicandasynchronouseplicationprotocol.
As for consisteng guaranteest enforcesncrementaton-
sistencyto ensurethat no userwould getan older version
of adocumenit hasalreadyviewed.

Theremaindeof this papelis organizedasfollows. The
next sectiongivesa summaryof relatedwork. Section3
sketchesthe architectureof ARA, its inter-groupcoopera-
tion protocolfor discoseringandpublicizingmirrors. Sec-
tion 4 presentsa methodologyfor identifying groupswith
commonintereststhendescribesheresultsof simulations
doneto substantiatéhe needfor ARA. Section5 presents
our conclusionsaanddirectionsfor futureresearch.

2 RELATED WORK

[2] examinethreepossibleschemegor “seamlesslyocat-
ing replicas”. They proposeusingthe HTTP [3] REDI-

RECT headerto point a requestat the “best” replica; the

main disadwantageof this methodis that it is up to the

sener to decidewhich replicais betterwithout ary clear
knowledgeof wherethe clientis andwhatwould really be

bestfor him. They alsoproposeusingthe DNS schemeof

determiningthe bestDNS sener, andthen put the name
resolutionof the “closest”replicain this DNS sener; the

maindisadwantageof this schemads thetime to determine
thebestDNS sener. Thethird methodis basedon shared
IP addressingand “ClosestExit Routing”. They propose
to give all thereplicasthe samelP addressandlet thein-

ternalnetwork redirectthe requesto the closestithe main

disadantages thatall replicasshouldbe on the sameau-
tonomoumetwork.

[4] proposed DS, a systemsimilarto DNS in its archi-
tecture;jit managesotonly nameto IP mappingatlayer3,
but alsoattheapplicationlayer (layer7 in the OSImodel),
namelyURL to IP. The purposeis to mapall the objects
on the Internet,which seemaunrealisticwith an architec-
turesuchasDNS originally designedor almostimmutable
mappings.

ContentDistribution Networks, such as Akamai [1],
proposea global solutionfor locating the “best” replica.
We will discussthe caseof Akamai, knowing that other
CDNs proceedin almostthe sameway. The solutionis
basedn a proprietaryandpayingnetwork of seners.The
first stageis to “akamize”the Web site or documentso be
sened which entailschangingthe links inside local Web
pagesto point to the akamainetwork holding replicasof
thesedinks’ contents. Upon receving a client’s request,
the origin sener sendghe modifiedWeb documento the
client which thenrequestshe rest of the documentrom
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the Akamai network. The main technicalpitfall of this
solutionis thatit dependson the first HTTP requestbe-
ing sened correctly and rapidly, otherwiseall the bene-
fits of mirroring arelost. Its main usageproblemis that
it is a globally sharechetwork of mirrors, thusnot having
thepossibility of takinginto accountmirroring for internal
use. Finally, its economicabitfall is thatit is not obvious
how smallorganizations/associatioesuld ever afford the
servicef sucha system.

Thesolutionssketchechave aglobalapproachio mirror-
ing, notcenteredn users’interestsasusershave different
interestsit is mostlyimportantfor alocationserviceto lo-
cateonly thosemirrorsinterestingto its users.Thisis the
approachwe follow in the designof ARA.

3 DESIGN AND ARCHITECTURE
OF ARA

Dueto lack of spacewe will briefly introducethe design
andarchitectureof ARA. It is ausekcentrictransparenio-
cationsystemasit only locatesmirrorsthatareof interest
to its users.It is basedon anintra/intergroupcooperation
modelfor discoreringandadvertisingmirrorsonthe Weh
The Cooperatiormodel hasbeenchosenasit is used,in
general,for structuringlarge scalesystems;its main ad-
vantagesredecentralizatiomndextensibility.

The smallestunit in ARA is an organization It repre-
sents,in general,a physicalentity, suchasa compary, a
researchinstitute, a university, a researcHab, or even a
mixture of the latter meetingthe above definition.

A group (seefigure 1) is definedasa setof organiza-
tions having commoninterestsand very well connected.
Discovering and adwertisingmirrors is doneat this level,
aseachparticipatingorganizationsharests local location
metadatavith thegroupsto whichit belongsanorganiza-
tion may cooperatewith otherorganizationsn morethan
onegroup,asshovn in figure 1.

ARA is deployed asa proxy in eachorganization;we
assumethat all nodesinside the organizationaccessthe
Web via this proxy. Hereafteywe explicit the interaction
betweerusersandan ARA proxy :

¢ theusermakesa URL requestia aWebbrowser
o the ARA proxy interceptshis URL request,

¢ ARA queriesits mirroring databas¢MDB) for this
URL,

o ARA replieswith alist of availablemirrorst

3.1 Discovering and Advertising Mirr ors

The processhagins by a discovery of an interestingnew
mirror, by an organizatioR. The latter updatesits local

Ithelist mightbeanemptyone
2this couldbea mirror createdby this site
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Figurel: Groups

mirroring database(MDBandsendghelocationinforma-
tion to its peersusingan epidemicprotocol: it consistin
sendingmessagesising asyndronousmulticastcommu-
nicationto all the groupsit belongsto. Uponreceptionof
a messagean organizationupdatesits databaseand for-
wardsit to its groups,andsoon. Problemsarisefrom such
aprotocol: messagesouldeithergointo cyclesasshavn
in Fig. 2, or they could be forwardedendlesslyaslong as
therearegroupsinterconnected.

Figure2: CyclesbetweerA andC

We solve theseproblemsusing:

e a contamination degree associated to each
group (CDG); its value determinesthe distance
in termsof groupsfrom which to accepimessages,

e acounter(CDM) associatedo eachmessagayiving
the numberof groupsit hascontaminatedit is hence
incrementedachtime it crosses groupboundary

Consequentlya groupacceptsnessagebavinga CDM
lesserthanits predefinedCDG. The latter reflectssome
kind of referencelocality betweengroupsas it decides
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whetherlocation metadatasomegroupsaway is still in-
terestingto useor not.

In Fig. 3, we depictthe evolution of amessagandhow
it is received by othergroups. Org 2 sendsa messageo
its group (Group 1) andCDM is setto 1. Org 4 receves
themessagandforwardsit to Group 2; thisis possibleas
the contaminatiordegreeof Group2 is equalto 3. Org 7,
which belongsto Group2 andGroup3, recevesthe mes-
sagewith a CDM equalto 2, and “contaminates”Group
3; the latter hasa contaminationdegreesetto 2 andcan
thereforeaccepthemessageOrg 10recevesthemessage
from Org 7 with a CDM of 3. Org 10 decidesotto “con-
taminate”Group4 asthe latter’s contaminatiordegreeis
setto 2, thusnot satisfyingthe epidemiccondition.

Group I

Group II
Group IIT

Group IV

Figure3: ContaminatiorExample

For efficiengy reasons,messagepropagationis done
asynchronouslythisis justified by therelatively long life-
time of amirror. MessagearepaclkedandsentwhenARA
is moreor lessidle, moreover, they aresentgroupedand,
if possible piggybacled. One of the main advantageof
asynchronougommunicationis its reductionof network
traffic whencomparedo synchronougommunication.

3.2 Transparently and Coherently Locating
Mirr ors

Documentson the web areidentified with a URL,; there-
fore, asthe location is part of the name,a replica of a
documentwill usuallyhave a differentprefix correspond-
ing to its new location,e.g.,a. b. ¢/ Obj ect _Nane and
d. e. f/ Obj ect Name. ARA solvesthis namingprob-
lem usinganassociatie tableof locationprefixes,linking
prefixesof all replicastogether- mirrorsandsener. The
namingsener, uponreceving a requestfor a document,
usegheprefixtableto returnalist of thebestsenersavail-
able,if present.

Accessingthe “wrong” sener canbe costlyin termsof
accesgime andresourced We baseour choiceon access
time[5, 6, 7, 8]; ARA computesusers’accessime to all

3Network, CPU, ...
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mirrors by sendingping messagé'speriodically at differ-
enthoursof the day; a weightedaverageof all thesemea-
surementspastand presentare combinedto producethe
final mirror/seneraccesgime relative to ARA,

3.2.1 ConsistencySessions

The minimal consisteng requirements for usersto view

document®f at leastthesameversionor morerecenthan
whatthey have seeralreadyithatis whatwe call incremen-
tal consistencyWith asynchronouseplicationof mirrors,

asit is doneon the Web, differing versionsof the same
documentancoexist.

In orderto ensureincrementalconsistencyARA offers
sessionguaranteeg9] handledon a userbasis. Inside a
sessionfor eachrequestthe versionof eachof the possi-
ble senersin its MDB shouldbe fresheror equalto that
of the mirror thatansweredhe last requestwith the same
locationprefix.

We assumehat eachsener/mirror hasa versionasso-
ciatedto its contents.Any changeto the latter resultin a
changeof theversion.A query eitheraspartof theHTTP
protocol,or implementedn a CGl-like mannershouldre-
turn the versionof the queriedsener/mirror. This method
is fallible, asits granularityfor definingaversionis coarse.
Nonethelessit is realisticasthe numberof documentss
large. ARA keepsin its MDB, this versionfield for eachof
thesener/mirrors.

A usersignalsthe beginning of a sessionto the ARA
proxy; the latter then createsa sessionidentifier for this
user ARA createsfor eachof its associatedocationpre-
fixes,aversionvector[VSLA, VRS1, ..., VRSn] with the
following format:

e VSLA : Versionof the Server L astAccessed

e VRSi: Versionof the ReplicatedServeri

wheren is the numberof seners (mirrors) in the list.
Incrementalconsisteng is ensuredif the versionof the
senerto accesss at leastequalto or fresherthanthat of
thesenerlastaccessed VSLA < VSRi

4 SIMULATION RESULTS

In this section,we briefly presensimulationresultsshow-
ing the benefitsof using ARA. We usedtracesfrom three
french institutions : INRIA®, ENST® and INT”. Traces
characteristicareshavn in Table1.

We measuredocality for eachof the collectedtraces;
results (seeFig. 4, 5) shawv that a large numberof re-
guests(more than 60%) and traffic (more than 70%) go
to lessthan10% of the senersfor all threetraces. This
implies that thesecorrespondingseners, for eachtrace,

‘thesemessagearealsousedaskeep-alie messages

SInstitut Nationalde Recherchen Informatiqueet Automatique
6EcoleNationaleSugerieurede Télecommunications

"Institut Nationalde Télecommunications
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Tablel: Characteristicef collectedtraces

Requesty Start End
INRIA | 3440847 | 12/8/1998 | 3/1/1999
INT 2593281 | 23/11/1998| 15/2/1999
ENST | 236436 | 13/9/1998 | 8/10/1998

[ Total | 6270564 | I

are potentialcandidategor mirroring. We thenmeasured
the percentag®f commonpotentialmirror candidatebe-
tweeneachtwo sitesandthe amountof traffic the latter
areresponsibldor. Resultsshav thatthe threesiteshave
commoncandidatemirrors (up to 50%) andthatthe latter
areresponsibldor alargeamountof requestgupto 85%).
Thus, thesethreeorganizationsvould form a perfectARA
group.We proposethe schemewe justdescribedto iden-
tify andform groups. Thelist of commonmirrorswill be

usedhereaftelin our simulations.

% requetes

0 T S S S R
0O 10 20 30 40 50 60 70 80 90 100
% serveurs

Figure4: Numberof requestpersener

% volume

0 T S S S R
0O 10 20 30 40 50 60 70 80 90 100
% serveurs

Figure5: Traffic persener

For our simulationswe placethemirrorsin areascloser
to usersthanthe real seners, basedon accesdime. We
thencompareahebenefitsandcostsof locatingthembased
on a list of criteria: hit ratio, global accesgime, inter
network traffic, memorycosts cooperatiorcosts.Onerep-
resentatre simulation(seeTable2) shawvs thatusingARA,
comparedo usingan ideal systemwhich locatesmirrors
perfectly resultsin almostthe samebenefitswith minor
costs.

Whatis interestingin theseresultsis thatwithout ARA,
all thebenefitsor atleasta big partarelostasmirrorsare
not, or partially discovered.Thisis eventruefor globallo-
cationsystemssuchasAkamai, which cannotlocatemir-
rors definedlocally by organizationor not declaredinto
their system.Themainpointin usingARA, is thatcooper
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Table2: Representate simulationresults

1% % 3% Mem. Coop.
Hit Lateng | Traffic | Cost Cost

ARA | 99.93| 96.63 68.72 | 837KB | 2042msg

ideal | 100 | 96.79 68.82 | 279KB | 0

ationis the key to discoveringmirrors,which could other
wise stayundisclosedandthereforeall thebenefitsshown
arelost

5 CONCLUSION

Nowadays,the World Wide Web is an overloadedinfor-
mationsharingmedium.Datareplicationis used first and
foremost,to improve users’accesdateny. However, it
introducesa problemof how to locatethesereplicasand
accesghe closestaccordingto eachusers location. Lo-
cationsystemsproposedendto locateall the objects,an
approachwhich is, in our view, complicatedand unnec-
essaryin this contet as: (1) thelarge numberof objects
tendto malke thelocationdatabaséuge,and(2) usersad-
dressonly a bunchof objectsthat are of interestto them,
the otherscould be requestedat their source. In this pa-
per, we presentedARA, a usercentied systemthat only
locatesobjectsof interestto its users. It is basedon co-
operatioramongorganization®f commoninterestspusing
anepidemicasynchronougrotocolto discover andpubli-
cizemirrors’ location. Besides ARA tacklesa forgottenis-
sue: Consisteng. It offersconsisteng guaranteet every
user: hasaversionof adocumenbeenviewedbefore the
userwill alwaysbesenedaneweror equalversion;thatis
whatwe call incrementalconsistency Finally, we exam-
plified amethodologyfor defininggroupsandshowved, us-
ing simulations the potentialbenefitsof using ARA; with-
out cooperationjocationbenefitscould be lost asmirrors
arehardlydiscorered.We have alreadyimplementedver-
sionof ARA whichwe intendto usein realworld situations
for amorerealisticstudyof its impacton Webaccesses.
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